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by Nelson Salazar Valdebenito

In the times when AI and ML applications are more widely spread across our soci-
ety, new challenges arise when these are being used by public organisations. Ethical
concerns may emerge for various reasons, but especially when these models inherit
certain biases that could eventually lead up to hurting and/or punishing people
with no reason whatsoever. In this study, a comprehensive methodology is intro-
duced to address ethical considerations in machine learning, particularly focusing
on biases and disparities. This thesis showcases the application of this methodology
through two experiments, each involving two models: a base model without ethical
considerations and an improved one. The primary objective was to evaluate and
mitigate inequalities and biases in machine learning models, in this case, using data
from Chile’s Public Criminal Defence Office (DPP), which needed a tool that could
help in predicting the outcome of a criminal trial. The results were promising, with
improvements observed in both models. Specifically, for one of our experiments,
there was a reduction in the false negative rate from 40.54% to 31.63%. Additionally,
disparities between attributes were reduced by an average of 44.37%. The method-
ology not only aids in understanding these ethical challenges but also offers tools to
optimize and address them, all while maintaining performance.
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Chapter 1

Introduction

Artificial Intelligence (AI) and Machine Learning (ML) models are no longer the
future, but the present; and even if we do not realize it, they are already part of our
daily lives through various things, such as the algorithm that recommends movies
to us or what our social media feed displays.

However, the application of these tools is not always the same. There are several
diferences between a model that predicts which movie one would want to see, as to
have one that, for example, is designed to predict the outcome of a criminal trial.

Whilst a movie recommendation algorithm can make mistakes without having a
significant impact on our lives (that is, it suggests a movie we really do not like),
the situation changes dramatically when these algorithms are applied in contexts
with serious consequences for individuals. For example, in the judicial system, an
algorithm attempting to predict the outcomes of a criminal trial could influence a
person’s sentence, potentially altering their life significantly.

Ethical issues can arise when we consider the biases present in the data with which
these algorithms are trained. If the judicial system has historically had a bias towards
certain demographic groups, an algorithm trained with this data may perpetuate, or
even intensify, this bias.

If such technology is implemented in crucial sectors such as healthcare, finance or
law enforcement, the ramifications can be considerable and harmful. In these indus-
tries, an erroneous forecast or partial verdict could result in an incorrect diagnosis,
economic adversity or false imprisonment. It is not exclusively about receiving inac-
curate recommendations; rather, it concerns the compromise of fundamental rights,
fairness and impartiality.

In addition, another ethical problem is the opacity of these models. Since they are
often considered “black boxes”, it can be difficult for those affected, or even for those
charged with implementing them, to understand exactly how the algorithm arrives
at a particular decision. This makes it difficult to challenge a decision or to ensure
that the decision has been made fairly.

The use of ML applications in public contexts also raises questions about liability
and consent. Who is responsible when an algorithm makes a harmful decision?
How can we ensure that these models do not possess risks to our society? How can
we be sure that the individuals affected by these decisions were properly informed
about the use of such tools?

As mentioned in the text Analysis of Ethical Development for Public Policies in the Acqui-
sition of AI-Based Systems[53], the growth of artificial intelligence and its applications
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in various areas of society present new challenges for the public sector, mainly in
terms of regulation. In June 2023, the European Union approved its first AI regu-
latory act, which sets out harmonised rules for AI systems. The regulation outlines
specific bans on certain AI practices, mandates for high-risk systems, and empha-
sises transparency in AI-human interactions and media manipulation. It also pro-
vides a comprehensive framework for market surveillance, covering both providers
and users of AI systems in the EU [14]. Governments are not the only ones interested
in this, industry is too. OpenAI wants regulation for what it calls “frontier AI” [1],
i.e. models whose capabilities could pose serious risks to public safety.

In addition, AI cannot replicate many human capabilities. In the field of law, a
lawyer must combine abstract thinking with skills to solve problems in situations
of high uncertainty, in both the legal and factual domains; something a classification
model cannot yet achieve [52]. This is, models cannot “reason” in the same manner
as a human being. Even the large language models — such as OpenAI’s ChatGPT
or Google’s Bard — that have become so popular recently are not capable of doing
so, or at least not independently [25, 57]. This is due to the fact that behind that
black box, there are only probabilities and computations among vectors and matri-
ces. Hence, models should be “ethically trained” in order to avoid these problems.

It is crucial to recognise that while the potential benefits of AI and ML are enormous,
the risks they pose, especially if left unchecked, can have profound implications for
individuals and society as a whole.

1.1 Key Definitions

Several terms have become crucial when considering the ethical and practical im-
plications of models and their decision-making capabilities. These terms shed light
on how models process information, how they can potentially introduce inequali-
ties, and how to interpret their results. Some of these fundamental concepts that are
going to be used in this thesis are as follows:

1. Transparency: This refers to the comprehensibility of an algorithm’s decision-
making process. In essence, algorithms should not operate as ”black boxes”
where decisions are made without clarity. Ideally, we should have a clear un-
derstanding, or at least a basic idea, of how the algorithm works.

2. Bias: This refers to any systematic bias in the algorithm’s results that favours
certain groups over others. For example, an algorithm that consistently pre-
dicts that people from a certain demographic group are likely to underperform
in a job - regardless of reality - is biased.

3. Fairness: This ensures that each group of people is treated fairly by the al-
gorithm. In practical terms, the results of the algorithm should not unfairly
discriminate against any particular group.

4. Disparities: This term addresses the differences in outcomes or effects that
models produce across various demographic groups. Disparities can arise
even in the absence of explicit bias, highlighting the nuanced nature of fairness.
It underscores the importance of evaluating the broader impacts of algorithms
across different chapters of the population to ensure equitable results.

5. SHAP Value: Comes from SHapley Additive exPlanations. Is a game-theoretic
approach to explaining the outputs of machine learning models. Inspired by
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Shapley values, they assign the contribution of each feature to a prediction,
ensuring a fair distribution. This provides a better understanding of model
interpretability and individual predictions [47].

1.2 Research Context & Opportunity

This thesis was produced as part of the Ethical Algorithms (Algoritmos Éticos) project,
led by the GobLab of the University Adolfo Ibáñez and developed in collaboration
with the Inter-American Development Bank (IDB), which aims to incorporate ethical
standards into the development of tools based on ML and AI models. These ethi-
cal standards aim to improve the levels of transparency, fairness, privacy, explain-
ability, and accountability of ML models. It also seeks to establish new purchasing
standards for these tools in public tenders.

This project focuses primarily on those performed by or for public institutions and/or
state agencies. Currently, UAI is providing advice and technical assistance to the
Public Criminal Defense Office, FONASA, the Ministry of Science and Technology,
among other entities.

In particular, this thesis is part of the work carried out for the Public Defence Office
(DPP) of Chile, a public body that provides defence services to anyone who does
not have a lawyer to defend them in a criminal trial. The DPP needed a predictive
system to help predict the outcome of a trial in order to carry out audit and quality
control tasks on its defence lawyers.

Due to the nature of the predictions these models will make, ethical concerns may
arise. That is why there are multiple tools that can be used to minimise these prob-
lems. Ethical assessment tools can serve several purposes, including identifying dis-
parities and biases in models. These tools, such as What-If-Tool [58], SHAP [36], AI
Fairness 360 [5], Fairlearn [56], and Aequitas [49], are effective for analysing model
performance, optimising models, and auditing their results. For documentation pur-
poses, there are different tools available such as Model Cards [39] and Datasheets for
Datasets [22], among others.

This thesis provides a comprehensive walkthrough of the entire process underly-
ing our proposed methodology, which is used to evaluate inequalities and biases
in machine learning models. This framework aims not only to help analyse and
understand these problems, but also to mitigate them by using different tools to
optimise and address them. This begins with an exploratory data analysis, which
lays the foundation for understanding the nature of the data we are working with.
This is followed by the training phase, which is critical to the construction of the
initial model. Then, as an iterative step, the model gets refined to ensure that eth-
ical considerations are appropriately incorporated. Finally, when no major biases
or disparities are found (or there is balance between performance and fairness), the
resulting model gets documented using a comprehensive yet simple documentation
framework that ensures transparency in the qualities and functioning of the model.

The methodology was put into test by doing two experiments using the datasets
provided by the DPP; where each of them has two models: a base one with no eth-
ical considerations, and an improved one. In the end, both models were enhanced
in both disparities and biases, whilst having a relatively minimal impact on perfor-
mance. Our best results include a false negative rate reduction 40.54% to 31.63%,
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and its disparities between attribute reduced by an average of 44.37% for one of the
experiments.

1.3 Thesis Structure

This thesis is structured as follows. Chapter 2 presents the research question as well
as the objectives proposed for this project. Chapter 3 contains the state of the art,
reviewing relevant literature and previous works in the field of ethical AI. Chapter 4
presents the proposed methodology, detailing the techniques and approaches used,
as well as the datasets and tools that were used, and the experiments that were done.
In Chapter 5, the experiments, models and results are shown; whilst in Chapter 6
those results are discussed. In Chapter 7 contains the conclussions and future work.
Finally, Appendix A and B contains the documentation/model report for the final
(enhanced) models.
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Chapter 2

Research Question and Objectives

2.1 Research Question

How can the fairness levels of a machine learning model be improved through the
use of ethical tools?

2.2 General Objective

Design an ethical evaluation methodology for machine learning models, based on
the use of tools that allow the analysis, optimisation, and visualisation of the charac-
teristics and performance of these models, in order to improve their levels of fairness
and transparency.

2.3 Specific Objectives

1. Identify and assess the ethical tools currently available for enhancing the fair-
ness and transparency of machine learning models.

2. Incorporate these ethical tools into an evaluation methodology tailored specif-
ically for machine learning models.

3. Design and develop machine learning models using DPP’s datasets, applying
some mild feature engineering and hyperparameter optimisations.

4. Apply this methodology on these models, analysing the impact on their fair-
ness and transparency levels.
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Chapter 3

State of the Art

In this chapter, we outline the state of the art in ethical evaluation for ML models. We
begin by examining how AI has been applied in the legal sector, serving as a founda-
tional context due to the thesis project’s alignment with a penal entity. From there,
we provide an overview of existing work methodologies and their core principles.
Finally, we discuss the practical applications of notable ethical evaluation tools, like
Aequitas and the What If Tool, in various areas. The aim of this chapter is to set the
stage for the development of a methodology that can be universally applied across
diverse contexts.

3.1 ML & AI applied in law

The application of ML in the field of law is not yet widespread. This is due to the fact
that law and legislation in general heavily rely on human reasoning and cognitive
abilities, which clearly cannot always be replicated with artificial systems.

As mentioned in Surden (2014)[52], machines lack the ability to replicate many of the
intellectual capabilities of humans, especially the more advanced ones (such as the
ability to reason through the use of analogies). Surden gives an example where many
lawyers must combine abstract thinking with problem-solving skills in situations
of high uncertainty, both in legal and factual fields; something that an AI system
obviously cannot do at present.

However, we limit ourselves by thinking that the only potential application of AI
and ML in the field of law lies in replacing humans in making decisions on such
delicate issues. As in many other areas and industries, it is best to see how these
systems can assist in other aspects of law or legislation, such as performing predic-
tive and/or prescriptive analyses on what is going to happen or what could happen
in a trial based on the evidence at hand; it can also be used to understand certain
phenomena, such as corruption.

The application of ML in law does not necessarily seek to replace human reasoning
as such, but rather aims to complement its practice. Thus, in the case of the project
to be developed, these models will not only aim to assist in defense processes, but
also in quality control of the work carried out by defenders.

In Mahfouz & Kandil (2012)[37], several ML models are proposed to predict the
outcome of various litigation processes related to disputes over construction sites.
Among the models used, since the goal was to classify into one class, Support Vec-
tor Machines (SVM) [13], a naive Bayesian classifier, and various neural network
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models (specifically, decision trees) were utilized, with the former showing the best
performance.

To gauge corruption levels across different countries, Melo & Delen (2020)[34] em-
ployed various ML algorithms to understand the factors explaining corruption lev-
els (such as education levels, government integrity, effectiveness of the judicial sys-
tem, and so on). In this case, being a multiclass classification model, three types of
models were used: Random Forest [28, 10] (which proved to be the most effective),
neural networks, and SVMs.

To predict the outcome of judicial decisions — particularly in divorce cases — Li et
al (2019)[33] introduced a concept distinct from traditional ML models, leaning more
towards cognitive computing as a means to model and understand the reasoning of
the Chinese judicial system. This approach achieved better results than a SVM or a
neural network model.

In the field of crime and criminal law, there are plenty of examples that use ML
and AI for classifaction and predictive purposes, such as in Mitchell et al (2020)[38]
and Xu et al (2022)[60]. In the former, various ML models were used to predict the
outcome of criminal trials, using the presented evidence as a training method. In
this case, a naive Bayesian classifier was chosen to establish a simple and effective
model. In the latter article, deep learning models were used to classify and assess
four common crimes in China, with the aim of identifying cases that may have been
wrongly adjudicated as guilty.

Continuing on the topic, crime prediction stands out as one of the most prevalent
applications of ML and AI in this area. This approach takes advantage of the large
amount of data on crimes, their locations, and other factors to predict potential crim-
inal activity, thereby aiding law enforcement agencies and policymakers in their
decision-making processes, such as in preventive patrols or in investigative pro-
cesses carried out by police forces. Multiple examples can be found, such as in Shah
et al. (2021)[50], where advanced techniques like deep learning and computer vi-
sion were utilised to create a system for law enforcement designed to monitor crime
hotspots and recognize individuals through voice notes. Similar applications can be
found in Rummens et al. (2017) [48], as well as in Rani & Rajasree (2014)[46] and
in Kim et. al (2018)[31], where different approaches were proposed to do predictive
analysis for crimes in different contexts.

Finally, AI and ML techniques have also been applied to predict trial outcomes and
the potential charges faced by defendants. Ye et al. (2018)[61] explored this by devel-
oping a method to generate judicial explanations from the details of criminal cases,
providing a clearer understanding of how charges are determined. Similarly, Zhong
et al. (2017)[64] introduced a framework that focuses on predicting judgment re-
sults, emphasizing the potential of AI to assist in legal decision-making processes.
Predictions can also be used to support the judge, as Feng et al. (2021)[19] proposed
a system for statute recommendation, which uses neural networks to predict rele-
vant legal statutes based on case facts that could be leveraged by the judge to make
its job more efficient and accurate when analysing multiple cases at the same time.
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3.2 Assessing ethical concerns

Ethical ML/AI is not a new concept, as it has been previously assessed by legal
systems as well as in academia, deliberating on issues like data privacy, algorith-
mic bias, and transparency, emphasizing the need for guidelines that ensure fairness
and accountability. Interpretability and explainability are one of the most impor-
tant aspects of ML and AI systems, as the nature of the decisions that these models
can make can be critical in certain situations, especially when applied in the public
sector.

Studies such as Bibal et al. (2021) [7] and Doshi-Velez (2017) [18] delve into the role
of explainability from the legal point of view, and they both conclude that there ex-
ists a distinct misalignment between the legal understanding of ”explainability” and
that of ML. On the one hand, the technical community primarily seeks to unravel the
intricate workings of the machine itself, aiming for a deep comprehension of its in-
ternal mechanics and logic. On the other hand, the legal perspective emphasizes
the explicability of the decisions and outcomes produced by the machine, focusing
on transparency and justification rather than the nitty-gritty technical details. This
divergence in views can lead to challenges in AI development, as the pursuit of
explainability might introduce constraints that hamper model complexity or opti-
mization. Consequently, aiming for higher levels of explainability can inadvertently
escalate the cost of model creation, both in terms of resources and time.

Numerous studies have proposed a range of guidelines and methodologies related
to AI ethics. These range from technical guidelines and analyses [4, 9, 40] to their
practical implementation in healthcare [11, 55], and further on how these systems
can successfully integrate into our society [21, 62]. However, a consensus on a uni-
fied standard, both technically and ethically speaking, remains elusive [20, 63], as
many of these studies are task-specific and focused on AI development rather than
on ethical considerations [3, 41].

Jobin et al. (2019) [30] suggests that while there are some convergence in some top-
ics (such as transparency, fairness, explainability and privacy), there are multiple
differences in the conceptual and procedural aspects of these guidelines, such as the
importance and interpretation of said principles, who they pertain to and how they
should be implemented. On the other hand, Hagendorff (2020)[24] highlights the
prevailing gaps in AI ethics, emphasizing the lack of tangible consequences for eth-
ical deviations. He argues that while ethics is often touted in institutional setups, it
predominantly serves promotional purposes, with software developers frequently
perceiving it as a supplementary, non-binding element, often overshadowed by eco-
nomic motives. This disconnect underscores the misalignment between AI applica-
tions and foundational societal values. Another problem, as it is noted in Lo Piano
(2020)[35], is that there are some ML models that are constantly learning, meaning
that these guidelines and methodologies could prove unsuccessful to explain the
same models in the future.

3.3 Ethical tools applied

Ethical assessment tools can serve several purposes, including identifying dispar-
ities and biases in models. These tools, such as What-If-Tool [58], SHAP [36], AI
Fairness 360 [5], Fairlearn [56], and Aequitas [49], are effective for analysing model
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performance, optimising models, and auditing their results. For documentation pur-
poses, there are different tools available such as Model Cards [39] and Datasheets for
Datasets [22], among others.

The use of ethical tools and techniques for ML algorithms is not widespread when
developing such models. This is largely due to its recent emergence and a lack of
obligation for their use by private companies. However, in the public sector, this
becomes a more pressing issue.

For instance, a common use case is in models that classify taxpayers, debtors, and
financial and tax-related issues. Specifically, Black et al. (2022) [8] conducted a study
on income fairness in the tax audit models used by the US’ Internal Revenue Service
(IRS). The study examined vertical equity, that is, how much the model represents
important individual differences, given their relevance to public tax policies. Using
various ethical tools, the study discovered that prioritising return on investment
(ROI) from auditing lower-income taxpayers by the Internal Revenue Service (IRS)
compromises vertical fairness in an effort to decrease the expenses associated with
such audits.

Healthcare is another crucial field for ML models. Rajkomar et al. (2018) [45] inves-
tigated the effects of these algorithms on medical care, particularly how biases and
disparities could put more vulnerable groups at risk of incorrect diagnoses or treat-
ments. The research employed distributive justice strategies to guarantee impartial
outcomes for patients and ensures that resource allocation is as equitable as possible.

Singh and Joachims (2018) [51] proposed a methodology to ensure fairness in rank-
ings. The study emphasized the prevalence of rankings in various contexts, includ-
ing books, movies, jobs, and individual comparisons. Therefore, it is essential for
classification algorithms to prioritize not only the benefit of the end-user but also
the fairness of the ranked entity. The research has presented various probabilistic
approaches that act as constraints in diverse situations, like ensuring demographic
parity or addressing disparities in data.

Assessing fairness has also been done in the field of criminal justice. Chouldechova
(2016) [12] applies this to recidivism prediction instruments, finding that there are
disparate impact when recidivism prevalence differs across groups, meaning that
even when an instrument is free from predictive bias, its application can still lead to
unintended disproportionate adverse impacts on specific groups, especially when
individuals assessed as high risk face stricter penalties. In Berk et al. (2017) [6]
and Kleinberg et al. (2016) [32] it is discussed that fairness in risk assessment tools
cannot be maximised along with accuracy, and that there will be tradeoffs between
performance and fairness, as the base rates can significantly influence the outcomes
and predictions. These base rates refer to the fundamental probabilities or initial
rates of certain events or outcomes. For instance, in a criminal justice context, a
base rate might pertain to the likelihood of an individual on parole either failing
or succeeding. Adjustments to these base rates can lead to potential fairness and
accuracy challenges, emphasizing the intricate balance between ensuring fairness
and maintaining predictive accuracy.

Ethical algorithms encompass not only the models’ operations but also their doc-
umentation, specifically their transparency. Heger et al. (2022) [27] examined the
needs and perspectives of individuals constructing ML models on data documenta-
tion, using datasheets for datasets. The study uncovered the absence of standardised
methodologies for comprehensive and user-friendly documentation. Furthermore,
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there remains a disparity in users’ attitudes towards documentation, often seen as
an extra burden rather than a tool for facilitating accountable employment of ML
models.

Data also have important implications for model training. According to a recent
study on the use of ML models to detect COVID-19 in X-ray images from various
databases [2], researchers discovered that data imbalances and biases in patient age
and sex can lead to underperformance of the algorithm, which affects the accuracy
and generalisability of predictions.

Furthermore, Davidson et al. (2019) [15] determined that numerous Twitter/X datasets
exhibit biases towards African American English speakers/writers. This is particu-
larly problematic when applied in technologies for detecting abusive language, as
these systems tend to classify these tweets as abusive more frequently than those
written in standard English, resulting in discrimination against groups who are of-
ten the targets of such language abuse. According to Wiegand et al. (2019) [59], these
models’ biases are closely related to the way the data was sampled.
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Chapter 4

Methodology

The purpose of this chapter is to present the methodology that is going to be used
for developing this thesis, as well as the databases and tools that are going to be
applied.

As previously mentioned, this thesis is part of the ”Algoritmos Éticos” project made
by the GobLab of the University Adolfo Ibáñez, and in particular, has been devel-
oped within the project made for the Public Criminal Defense Office (Defensorı́a
Penal Pública, DPP). Hence, the approach will mainly focus on the application of
ethical tools within the judicial context, and specifically for the needs of the DPP.
However, the idea is that this methodology can be applied to similar projects and in
other cases where it could be necessary to conduct an ethical analysis in ML models.

4.1 Methodology

The framework proposed by this project applies multiple tools that can be used to
analyse and improve ML models in terms of fairness and biases. These tools are
completely agnostic to the technique used for creating a model (e.g. gradient boost-
ing machines, neural networks, among others), and have different use cases, such as
for analysing, optimising and documenting the models.

The idea is that this framework can answer questions such as:

• How is our model performing in terms of fairness and biases?

• How can we improve it?

• How this model works?

The execution of this will follow a similar approach presented in Beretta (2023) [23],
which consists of a two-part experiment: the first one, using a base/normal model;
whilst the second one uses a fairer model, that takes into considerations some ethical
improvements.

However, our approach is not specifically focused on the training itself, but rather
on the pre and post training of the model; and it also considers other aspects such as
the analytical and documentation part for a complete ethical model evaluation.

In particular, the framework follows these steps:

1. Do some basic exploratory data analysis (EDA) in order to identify the nature
of the data, including potential disparities and class imbalances.
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2. Take the base model, and evaluate it in terms of its performance, biases (throught
counterfactual analysis) and fairness (disparities).

3. With the information gathered in the previous section, we create an enhanced
model for fairness and ethical considerations. For this, we want to:

• Mitigate potential disparities in the training and testing datasets.

• Balance sample and class weights.

• Optimise model hyperparameters.

• Select the optimal classification threshold for a prediction.

4. Evaluate this new model, and compare it to the base iteration.

5. Apply documentation frameworks and other tools that can help to make a

Figure 4.1 shows a detailed flowchart for the proposed framework.

Start

Create the base model

Analyse disparities and
biases (SHAP, WIT,

Aequitas)

No Yes
Major

Biases/Disparities
found?

Documentation phase
(Model Cards)

Select one or more
protected features

Improved Model
preparationEnd

Pre-Training phase
(AIF360, ScikitLearn,

Grid Search)

Training phase

Post-Training phase
(Fairlearn)

Analyse disparities and
biases (SHAP, WIT,

Aequitas)

Yes

No

Major
Biases/Disparities

found?

Documentation phase
(Model Cards)

End

FIGURE 4.1: Proposed framework flowchart.
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4.2 Problem description

As it was previously mentioned, the problem comes from Chile’s Public Criminal
Defense Office (Defensorı́a Penal Pública, DPP). This entity needed a tool based on
ML techniques that could help in predicting the outcome of a trial, so that they could
conduct a series of audits and quality control tests on its lawyers.

Since this implies the use of sensitive data from people processed by different crimes,
it requires some kind of ethical analysis of the models developed for this purpose,
specially since they are trying to predict an outcome that could potentially change
the life of the defendant. In particular, every model developed has one class to pre-
dict: if a person has a favourable (1) or unfavourable (0) outcome to its trial. An un-
favourable outcome occurs when the defendant is imprisoned and/or its sentence
gets increased. A favourable outcome is anything but the previous mentioned – i.e.:
sentence reduced, paroled or acquitted.

One of the main concerns that can arise is the way in which the model(s) handles the
predictions. This is because of the potential biases that may arise due to the nature
of the crime - i.e. its prevalence in certain areas of the country, or by whom it is
committed. In that regard, it is important to determine whether one or more models
(one per crime) should be developed. A single model would facilitate the develop-
ment process, but because the crimes may be so different, it may have problems of
accuracy, which would mean that it would not be very effective for its purpose. On
the other hand, with multiple models, this shall not be a problem, as each would
be a specialist in one crime. This can also facilitate ethical analysis, as it allows for
the model to inherit any biases and differences that might be found within a given
crime.

Similarly, another concern that may arise is the way in which these models are used.
While they are intended to be used for auditing purposes, it cannot be ruled out
that a lawyer might use them to determine whether or not it is in his or her interest
to defend an accused person. It is important to have clear documentation that cor-
rectly defines the purpose of these tools, how they work and a clear definition of the
potential risks associated with their use.

4.3 Databases & Tools

All the information that will be used for the development this thesis will come from
the database of crimes processed by the DPP between the years 2017 and 2022.
Specifically, two files provided in a CSV format will be used, which correspond to
two types of crimes: drug trafficking, and petty theft.

Each dataset contains multiple records of individuals accused of said crimes, and
both of them have a mixture of defendant-related and trial-related columns. The
second ones are directly related to the outcome of the trial, so those cannot be used
for training purposes (as it can introduce noise and biases). Hence, we are using
those related to the defendant: region (geographical location; “Region”), level of
development of the crime (“Desarrollo”), hearings (“Audiencias Efectivas”) and the
lawyer (“Defensor”).

However, there are many critical variables (such as the age, sex, and previous cases
of the defendant, among others) that were not available in these sets. The absence
of these features obviously hurts the performance that a model can have, but it also
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limits the capabilities of analysing potential biases and disparities. Hence, some
feature engineering should be done, and will be explained in Chapter 5.

4.3.1 Development & ethical tools

In this section, we look at the essential development and ethical tools utilised through-
out our research. Those in the first category are as follows:

1. Python: A versatile and widely-used programming language, Python offers
extensive libraries and frameworks for ML and data analysis, facilitating the
design and implementation of our algorithms [54].

2. Data processing and visualisation: This includes libraries such as Pandas [42]
and Numpy [26] for data for data manipulation, analysis, and transformation,
providing a foundation for our data preprocessing needs. For visualisations,
we use Matplotlib [29] for basic graphs and plots.

Optimisation tools:

1. Scikit Learn: An open-source ML library for Python, Scikit Learn provides
simple tools for data analysis and modelling, making it easier to implement
ML algorithms [43].

2. AI Fairness 360: An extensible open-source toolkit that offers a comprehensive
set of fairness metrics for datasets and ML models, as well as algorithms to
mitigate biases.

3. Fairlearn: A tool that focuses on assessing and improving fairness in ML mod-
els, offering mitigation algorithms and fairness metrics.

Analytical and documentation tools:

1. What-If-Tool: An interactive visual interface developed by Google researchers
that provides in-depth exploration capabilities for ML models, allowing users
to understand their predictions more profoundly. This includes the ability to
look at the distribution of the data, facilitates the values of certain metrics,
review counterfactuals (similar data points with which the model delivers dif-
ferent results) and analyse the overall performance of the models.

2. SHAP: Offers a game-theoretic approach to model explanations, providing
clarity on feature contributions to individual predictions, enabling more trans-
parent model interpretability.

3. Aequitas: An open-source bias audit toolkit, has a set of tools that allows an
ethical analysis to the results generated by the model, where the data and the
results are contrasted to measure the levels of bias that a model may have. The
purpose of this tool is to improve the fairness within attributes, providing met-
rics and visualisations that allow decisions to be made regarding the quality of
the model in terms of biases. Aequitas facilitates the process of understanding
and interpreting disparities in ML models across various groups.

4. Model Cards: A framework developed by Google Cloud researchers that is
designed to provide comprehensive and standardised reporting on ML model
performances, ensuring transparency in their capabilities and limitations across
diverse operational environments and user groups. Just like the way the nu-
tritional information label that comes on food packaging works, Model Cards
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seeks to contain all the information associated with a model: its inputs, out-
puts, type of model (classifier, regression), ML method used (multilayer per-
ceptron, random forest, XGBoost, etc.), among other data.

4.4 Experiments

Two experiments were conducted, one with the drug trafficking set, and the second
one with the petty theft set. Each experiment was divided into two parts: the base
situation and the improved situation.

As it was previously mentioned, the purpose of these models is to predict if a defen-
dant will a have a favourable or unfavourable outcome to its trial. A set can have
one or several outcomes (i.e. “Outcome 1”, “Outcome 2”, etc), which can ocurr in
different instances. For the sake of simplicity, the models developed in here will al-
ways take the last outcome available. For the drug traffiking set, it will be the second
outcome; for the petty theft dataset, it will be the first (and only) one.

1. The base situation consists of a basic model that can predict the previous men-
tioned classes. Once the model is created, the results are analysed using SHAP
values [36], the What If Tool [58] and Aequitas [49], so that the biases and dis-
parities get identified.

2. In the improved situation, as its name suggests, the model gets refined upon
the insights gathered in the first part. This also considers the selection of a pro-
tected feature. In this case, for both experiments, it is going to be the “Region”
feature, since it is the only variable that can be a potential source of bias, and
that comes directly from datasets.

(a) For the pre-training phase, we use AI Fairness 360 [5] and its Reweighting
tool to assign new weights to the sample data, as well as Scikit-Learn’s
[43] compute class weight function for optimising the class weights. Some
basic hyperparmeter tunning was also applied for some gains in model
performance.

(b) For the post-training phase, we use Fairlearn’s ThresholdOptimizer func-
tion for optimising the prediction threshold of our model. The constraint
used for this is the false negative rate parity, since we are interested in
minimising the amount of people that has a non-favourable ending to its
trial. After that, the model gets analysed using the same tools mentioned
before.

3. When the final model is selected (i.e. there were no major biases/disparities
found in the enhanced model, as stated in Figure 4.1), it is documented using
Google’s Model Cards framework for model documentation. A model card
can be made on any platform or format, and in this case, these were made in
Canva.

For the protected variable, we want to select those regions that are under-represented
in the dataset. There are a total of 16 regions in Chile, and since we want to ensure
a fairly equal representation of these places, in both experiments the regions will be
sorted by number of records (highest to lowest), and half of them will be selected (8)
as favored and/or unfavored.
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Additionally, a new variable was added just for analysis purposes (therefore, it was
not used for the training phases). This is “Zona”, or the zone of the country, as Chile
can be divided into three different zones according to its region: north, central and
south. This was done by assigning each region to its respective zone, and it can be
useful for analysing the nature of the data and the overall impact of the model in a
broader way than “Region”.
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Chapter 5

Results

In this chapter, we present the results of two experiments. For each one, we com-
pare the base model to its improved version. There are two sections – one for each
experiment – which are composed by three subsections. These are the following:

1. Subsection 5.x.1: Shows some basic EDA, the feature selection and feature en-
gineering done for the models.

2. Subsection 5.x.2: Shows the architecture, hyperparameters and training phase
for both the base and improved versions.

3. Subsection 5.x.3: The actual results of the models, divided into four parts:

(a) Model Performance

(b) SHAP Values

(c) Fairness & Disparities (using What-If-Tool and Aequitas)

Where x corresponds to the first (1) or second (2) experiment.

5.1 Experiment 1: Drug Traffiking

5.1.1 Data Analysis & Feature Selection

Using the dataset “Trafico Drogas 2017 - 2022”, we have the following characteristics:

• There are 16,690 non-null rows, which provides a good basis for training mod-
els.

• The columns we are interested in are those associated with the defendant,
ignoring any type of name or identifier. Thus, the columns “Region”, “De-
sarrollo”, “Audiencias Efectivas” and “Defensor” are relevant to the analysis.
Two new variables were added to provide a better analysis and contexto to the
models we are going to train: “Edad” (age) and “Extranjero” (foreigner).

• For the first one, we use the information from the Fourteenth National Drug
Survey in the General Population of Chile, made by the National Service for
the Prevention and Rehabilitation of Drug and Alcohol Consumption (SENDA)
[16] in Chile, which states that people between the ages of 18 and 34 years old
concentrates the majority of the drug consumption in the country. Hence, for
this experiment, we take a normal distribution with a mean of 26 (the average
between 18 and 34) and a standard deviation of 8.
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• For the foreigner variable, we use the column “P.S. Expulsión” as the basis for
it, as it indicates whether the defendant was sentenced to deportation. This
variable is not the most ideal, as it may not take into account cases where there
has been no such sentence; and being deported is considered a favourable out-
come, so there may be a bias in this variable.

• There are no visible class imbalances in this set.

Figure 5.1 and Figure 5.2 shows the distribution of outcomes by region and zone,
respectively:
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From these figures it can be seen that the prevalence of this crime is mainly on the
northern regions of the country, followed by the central zone, and finally the south-
ern zone, which, compared to the other two, has least amount of cases related to this
crime.

Note that the northern zone is the only one where there is a majority of favourable
outcomes, whilst on the other ones the unfavourable outcomes are more prevalent,
showing that the severity of the courts across the country can vary by region. This
could potentially generate biases, and may particularly favour cases from the north-
ern regions of the country.

5.1.2 Models & Training

For this experiment, a multi-layer perceptron was used. The details of the architec-
ture and training for the base situation are as follows:

• Architecture: Multi-Layer Perceptron (MLP), developed with Tensorflow, and
trained to minimise the binary crossentropy.

• Type: Classification. In this case, to predict if a person has a favourable out-
come (1) or not (0).

• Datasets: 70% split for the training set, 30% for the testing set, and a 1000 rows
were removed from the training dataset to create a validation dataset. In total,
there are 10683 rows for training, and 5007 for testing.

• Hyperparameters:

– 70 training epochs.

– Learning rate: 0.01

– Batch size: 1024.

– Layers: 4 - One input layer, two hidden layers and one output layer.

– Neuron configuration: 6, 13, 5, 1.

– Activation functions: Sigmoid for each layer.

For the second part of this experiment, the improved situation, there is a similar
configuration with a few changes, those being the amount of neurons for the hidden
layers: 14 for the first one, and 12 for the second one, just for testing purposes; as
well as both hidden layers now using a ReLU activation function.

This new model also uses the improved sample weights that were calculated by
AIF360’s reweighting function. The class weight were also balanced using Scikit-
Learn’s compute class weight method, even though it was not really necessary to do
so. The Model Card (documentation) for this enhanced version can be found in
Appendix 1.

5.1.3 Model results

In this subsection, the actual results of the models are shown, divided into four parts
(Performance, SHAP Values, Predictions, and Fairness & Disparities).
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Model Performance

Model performance for both models are shown in Table 5.1:

Model/Dataset Accuracy Precision Recall F1 Score
Base Train 80% 100% 62% 77%
Base Test 78% 100% 59% 75%
Improved Train 67% 67% 72% 70%
Improved Test 65% 67% 68% 68%

TABLE 5.1: Model performance.

SHAP Values

SHAP values were calculated by using the data from the training set for both models.
Table 5.2 presents the absolute SHAP values, indicating the overall effect on the
model, whereas Table 5.3 provides information about its impact on the predictions
(if it contributes towards positive or negative predictions).

Model Lawyer Age Region Development Hearings Foreigner
Base 0.006392 0.001494 0.016019 0.000132 0.000645 0.330375
Improved 0.051984 0.004848 0.046972 0.000172 0.002176 0.217328

TABLE 5.2: Average absolute SHAP Values by feature.

Model Lawyer Age Region Development Hearings Foreigner
Base -0.000258 0.000114 0.000420 0.000132 0.000057 -0.027403
Improved 0.003826 -0.001084 0.009636 0.000172 0.000040 0.017798

TABLE 5.3: Average SHAP Values by feature.

Figure 5.3 and Figure 5.4 should be interpreted in the following way. The X-axis
represents the real SHAP value and its effect on predictions. Negative SHAP values,
on the left side of zero, indicate that the variable contributes to a negative prediction
by the model. Positive SHAP values, on the right side of zero, indicate that the
variable contributes to positive predictions. The feature value is indicated by the
colour, where blue denotes lower values and red higher ones.
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FIGURE 5.3: SHAP values distribution by feature (base model).
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FIGURE 5.4: SHAP values distribution by feature (optimised model).

Fairness & Disparities (WIT + Aequitas)

The overall metrics for the False Positive Rate (FPR), False Negative Rate (FNR),
False Discovery Rate (FDR) and False Omission Rate (FOR) between attributes are
shown in Table 5.4. The confusion matrix for both models can be found on Table 5.5.

Model FPR FNR FDR FOR
Base 0.13% 40.54% 0.19% 31.88%
Improved 39.25% 31.63% 33.25% 37.51%

TABLE 5.4: Bias metrics between attributes.

Model True
Positives

True
Negatives

False
Positives

False
Negatives

Base 1594 2323 3 1087
Improved 1833 1413 913 848

TABLE 5.5: Confussion Matrix.

Figure 5.5 and Figure 5.6 shows us the distribution of predictions made by the base
and improved models, binned by the actual value of the attribute “Tipo de salida 2”.
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FIGURE 5.5: Distribution of predictions from the base model, binned
by the actual outcome.

FIGURE 5.6: Distribution of predictions from the improved model,
binned by the actual outcome.

In terms of disparties, three assessments were made using the different reference
groups that Aequitas admits. These are the following: the major group for each
feature, the group with the lowest metrics, and a predifined group. In this case, it
was set to a defendant from the Metropolitan Region (central zone), aged between
18 and 28 years old, chilean (not foreigner), whose felony was consummated.

These assesments were made considering the True Positive Rate, the False Omission
Rate and the False Negative Rate. The TPR is of interest to us to see how positive
predictions are distributed within the groups of each feature; FOR is useful to see
where the model is failing to make correct predictions; while the FNR aids in un-
derstanding the proportion of false negatives over the total actual positives. Finally,
our disparity tolerance (τ) is set to 1.5 times larger or smaller than the size of each
reference group.

Table 5.6, as well as Figures 5.7, 5.8 and 5.9 are the assessment results for the base
model; while Table 5.7 is the crosstab for the variable “Region”, broken down by
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attribute value. Columns “TPR”, “FNR”, “FOR” and “FDR” are the previously men-
tioned bias metrics.

Assessment FNR
Disparities

FOR
Disparities

TPR
Disparities

Reference Group 0.81 1.04 21.005
Major Group 7.53 1.61 19.96
Min. Metrics Group 9.15 2.04 28.12

TABLE 5.6: Average disparities for the base model.

FNRFNR

GroupsGroups

% Pop.% Pop.

FORFOR

GroupsGroups

% Pop.% Pop.

TPRTPR

GroupsGroups

% Pop.% Pop.

RegionRegion

FAIL

FAIL

FAIL

DesarrolloDesarrollo

FAIL

FAIL

FAIL

EdadEdad

PASS

FAIL

PASS

ExtranjeroExtranjero

FAIL

FAIL

FAIL

ZonaZona

FAIL

PASS

FAIL

For a group to pass the parity test its disparity to the reference group cannot exceed the fairness threshold (1.5).For a group to pass the parity test its disparity to the reference group cannot exceed the fairness threshold (1.5).
An attribute passes the parity test for a given metric if all its groups pass the test.An attribute passes the parity test for a given metric if all its groups pass the test.

Reference
Pass
Fail

Parity Test

FIGURE 5.7: Model assessment for the reference group.
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FIGURE 5.8: Model assessment for the major group.
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FIGURE 5.9: Model assessment for the min metrics group.
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Attribute Value TPR FNR FOR FDR
Antofagasta 0.8213 0.1787 0.2167 0.0000
Arica y Parinacota 0.7276 0.2724 0.2562 0.0000
Atacama 0.6782 0.3218 0.2456 0.0000
Aysén 0.0000 1.0000 0.3889 -
Bio Bı́o 0.0139 0.9861 0.4057 0.0000
Coquimbo 0.2547 0.7453 0.5852 0.0000
La Araucanı́a 0.0556 0.9444 0.3238 0.0000
Libertador Bernardo O’Higgins 0.0566 0.9434 0.3759 0.2500
Los Lagos 0.0227 0.9773 0.3554 0.0000
Los Rı́os 0.0000 1.0000 0.1818 -
Magallanes y Antártica Chilena 0.0909 0.9091 0.3448 0.0000
Maule 0.0156 0.9844 0.5000 0.0000
Metropolitana 0.1525 0.8475 0.3067 0.0357
Tarapacá 0.9377 0.0623 0.1720 0.0000
Valparaı́so 0.1117 0.8883 0.3911 0.0000
Ñuble 0.0833 0.9167 0.4000 0.0000

TABLE 5.7: Average bias metrics between attributes for the base
model.

Table 5.8, along with Figures 5.10, 5.11 and 5.12 are the assessment results for the
enhanced model. Table 5.9 is the crosstab for the variable “Region”.

Assessment FNR
Disparities

FOR
Disparities

TPR
Disparities

Reference Group 1.05 1.21 0.99
Major Group 1.06 0.87 0.99
Min. Metrics Group 2.12 2.20 1.78

TABLE 5.8: Average disparities for the improved model.
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FIGURE 5.10: Model assessment for the reference group.
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FIGURE 5.11: Model assessment for the major group.

FNRFNR

GroupsGroups

% Pop.% Pop.

FORFOR

GroupsGroups

% Pop.% Pop.

TPRTPR

GroupsGroups

% Pop.% Pop.

RegionRegion

FAIL

FAIL

FAIL

DesarrolloDesarrollo

PASS

FAIL

PASS

EdadEdad

PASS

PASS

PASS

ZonaZona

PASS

FAIL

PASS

For a group to pass the parity test its disparity to the reference group cannot exceed the fairness threshold (1.5).For a group to pass the parity test its disparity to the reference group cannot exceed the fairness threshold (1.5).
An attribute passes the parity test for a given metric if all its groups pass the test.An attribute passes the parity test for a given metric if all its groups pass the test.

Reference

Pass

Fail

Parity Test

FIGURE 5.12: Model assessment for the min metrics group.
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Attribute Value TPR FNR FOR FDR
Antofagasta 0.7113 0.2887 0.3088 0.0000
Arica y Parinacota 0.7276 0.2724 0.2562 0.0000
Atacama 0.7126 0.2874 0.2427 0.1143
Aysén 0.3571 0.6429 0.4091 0.6429
Bio Bı́o 0.7083 0.2917 0.4286 0.5984
Coquimbo 0.6226 0.3774 0.6154 0.3196
La Araucanı́a 0.4167 0.5833 0.4286 0.7414
Libertador Bernardo O’Higgins 0.7925 0.2075 0.2895 0.5758
Los Lagos 0.5682 0.4318 0.3800 0.6528
Los Rı́os 0.5000 0.5000 0.1818 0.8182
Magallanes y Antártica Chilena 0.2727 0.7273 0.3333 0.5000
Maule 0.5938 0.4062 0.5098 0.5000
Metropolitana 0.6949 0.3051 0.2935 0.6306
Tarapacá 0.6955 0.3045 0.5040 0.0000
Valparaı́so 0.6383 0.3617 0.3598 0.5367
Ñuble 0.6250 0.3750 0.5000 0.6150

TABLE 5.9: Average bias metrics between attributes for the improved
model.

5.2 Experiment 2: Petty Theft

5.2.1 Data Analysis & Feature Selection

Using the dataset “Hurto Falta 2017 - 2022”, we have the following characteristics:

• There are 39,954 non-null rows, which provides a good basis for training mod-
els.

• The columns we are interested in are those associated with the defendant, ig-
noring any type of name or identifier. Thus, the columns “Region”, “Desar-
rollo”, “Audiencias Efectivas” and “Defensor” are relevant to the analysis. In
this case, the variable “Edad” (age) was the only one added to this set, as the
column “P.S. Expulsión” was not present in this file.

• To create this new variable, we use the data from the Centre for Crime Studies
and Analysis (CEAD) for the crime of theft between the years 2017 and 2022
[17]. This variable also considers a normal distribution with a mean of 31 (av-
erage age between 18 and 44, which accounts for the majority of those charged
with this crime) and a standard deviation of 8.

• There are significant class imbalances in this set, as there are 28,819 unfavourable
outcomes versus 11,135 favourable outcomes. This means that there are 2.5
times more unfavourable outcomes than favourable ones.

Figure 5.13 and Figure 5.14 shows the distribution of outcomes by region and zone,
respectively.
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FIGURE 5.13: Outcome distribution by region.
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FIGURE 5.14: Outcome distribution by zone.

It can be seen that this crime/felony is more prevalent in the Metropolitan Region
and, overall, in the central part of the country; followed by southern and northern
zones, respectively.

However, compared to the previous experiment, the severity of the courts is more
consistent across regions. This is in line with what was mentioned above, where
there is a clear prevalence of the unfavourable outcome for this crime. So, in prin-
ciple, the main source of bias between regions may be the higher concentration of
cases in the Metropolitan Region, with other regions being underrepresented as a
result.
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5.2.2 Models & Training

The second experiment has a different model architecture, in this case using a gradient-
boosting framework. The details for the base situation are as follows:

• Architecture: Light Gradient-Boosting Machine (LGBM), using the lightgbm
library.

• Type: Classification. In this case, to predict if a person has a favourable ending
(1) or not (0).

• Datasets: 70% split for the training set, 30% for the testing set. In total, there
are 28967 rows for training, and 11987 for testing.

• Hyperparameters:

– Boosting type: gbdt

– 100 estimators.

– 63 leaves per estimator (tree).

– Unlimited maximum depth.

– Learning rate: 0.01

For the improved model, the amount of leaves per tree goes up to 120 after doing a
basic grid search optimisation. It also considers the new sample weights calculated
by AIF360, as well as the new class weights from the compute class weight function.
The Model Card for this improved version can be found in Appendix 2.

5.2.3 Model Results

In this subsection, the actual results of the models are shown, divided into four parts
(Performance, SHAP Values, Predictions and Fairness & Disparities):

Performance

Model performance is shown in Table 5.10.

Model/Dataset Accuracy Precision Recall F1 Score
Base Train 78% 77% 33% 46%
Base Test 76% 67% 27% 38%
Improved Train 77% 62% 43% 51%
Improved Test 74% 53% 35% 42%

TABLE 5.10: Model performance.

SHAP Values

SHAP Values were calculated using the data from the training set for both models.
The averages are laid out in Table 5.11 and Table 5.12.
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Model Lawyer Age Region Development Hearings
Base 0.060050 0.004756 0.186943 0.167577 0.377383
Improved 0.088094 0.009539 0.183160 0.188467 0.374409

TABLE 5.11: Average absolute SHAP Values by feature.

Model Lawyer Age Region Development Hearings
Base -0.019104 0.000492 0.023519 0.010751 -0.027672
Improved -0.016245 -0.000893 0.010753 0.012887 -0.031332

TABLE 5.12: Average SHAP Values by feature.

The distribution of these values can be found in Figures 5.15 and 5.16.
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FIGURE 5.15: SHAP values distribution by feature (base model).
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FIGURE 5.16: SHAP values distribution by feature (improved
model).

Fairness & Disparities (Aequitas + WIT)

The overall metrics for the False Positive Rate (FPR), False Negative Rate (FNR),
False Discovery Rate (FDR) and False Omission Rate (FOR) are shown in Table 5.13.
The confusion matrix for both models can be found on Table 5.14.
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Model FPR FNR FDR FOR
Base 4.96% 73.20% 32.98% 22.46%
Improved 12.21% 64.16% 47.54% 21.56%

TABLE 5.13: Bias metrics between attributes.

Model True
Positives

True
Negatives

False
Positives

False
Negatives

Base 878 8279 432 2398
Improved 1174 7647 1064 2102

TABLE 5.14: Confussion Matrix.

Figure 5.17 and Figure 5.18 shows us the distribution of predictions made by the base
and improved models, binned by the actual value of the attribute “Tipo de salida 1”:

FIGURE 5.17: Distribution of predictions from the base model,
binned by the actual outcome.
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FIGURE 5.18: Distribution of predictions from the improved model,
binned by the actual outcome.

The assessments made for this part of the experiment were the same – one with the
major group for each feature, the group with the lower measures and a reference
group. The metrics used for this task were also the same: FNR, FOR and TPR dis-
parities; and the results for the base model can be found in Table 5.15 and in Figures
5.19, 5.20 and 5.21. Table 5.16 is the crosstab for the variable “Region’.

Assessment FNR
Disparities

FOR
Disparities

TPR
Disparities

Reference Group 1.273 1.165 0.644
Major Group 1.273 1.165 0.644
Min. Metrics Group 2.170 2.899 6.272

TABLE 5.15: Average disparities for the base model.

FNRFNR

GroupsGroups

% Pop.% Pop.

FORFOR

GroupsGroups

% Pop.% Pop.

TPRTPR

GroupsGroups

% Pop.% Pop.

RegionRegion

FAIL

FAIL

FAIL

DesarrolloDesarrollo

FAIL

FAIL

FAIL

EdadEdad

PASS

PASS

PASS

ZonaZona

PASS

PASS

FAIL

For a group to pass the parity test its disparity to the reference group cannot exceed the fairness threshold (1.5).For a group to pass the parity test its disparity to the reference group cannot exceed the fairness threshold (1.5).
An attribute passes the parity test for a given metric if all its groups pass the test.An attribute passes the parity test for a given metric if all its groups pass the test.
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Pass
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Parity Test

FIGURE 5.19: Model assessment for the reference group.
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FIGURE 5.20: Model assessment for the major group.
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FIGURE 5.21: Model assessment for the min metrics group.

Attribute Value TPR FNR FOR FDR
Antofagasta 0.1235 0.8765 0.4201 0.3333
Arica y Parinacota 0.0806 0.9194 0.3540 0.2857
Atacama 0.2432 0.7568 0.0625 0.4706
Aysén 0.0000 1.0000 0.2700 1.0000
Bio Bı́o 0.3642 0.6358 0.1750 0.2903
Coquimbo 0.0890 0.9110 0.2180 0.5854
La Araucanı́a 0.1256 0.8744 0.2815 0.1905
Libertador Bernardo O’Higgins 0.0841 0.9159 0.1943 0.2800
Los Lagos 0.4921 0.5079 0.4945 0.4312
Los Rı́os 0.2642 0.7358 0.1674 0.2632
Magallanes y Antártica Chilena 0.0294 0.9706 0.2538 0.8333
Maule 0.0735 0.9265 0.2190 0.1176
Metropolitana 0.4225 0.5775 0.1952 0.2644
Tarapacá 0.0000 1.0000 0.1728 -
Valparaı́so 0.0000 1.0000 0.2411 1.0000
Ñuble 0.0000 1.0000 0.2231 -

TABLE 5.16: Bias metrics between attribute values for the base
model.

Table 5.17 and Figures 5.22, 5.23 and 5.24 are the assessment results for the improved
model. Table 5.18 is the crosstab for the variable “Region”.
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Assessment FNR
Disparities

FOR
Disparities

TPR
Disparities

Reference Group 1.001 1.075 0.999
Major Group 1.004 1.078 0.993
Min. Metrics Group 1.362 4.302 1.619

TABLE 5.17: Average disparities for the improved model.
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For a group to pass the parity test its disparity to the reference group cannot exceed the fairness threshold (1.5).For a group to pass the parity test its disparity to the reference group cannot exceed the fairness threshold (1.5).
An attribute passes the parity test for a given metric if all its groups pass the test.An attribute passes the parity test for a given metric if all its groups pass the test.
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FIGURE 5.22: Model assessment for the reference group.
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FIGURE 5.23: Model assessment for the major group.
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FIGURE 5.24: Model assessment for the min metrics group.
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Attribute Value TPR FNR FOR FDR
Antofagasta 0.4938 0.5062 0.3154 0.2593
Arica y Parinacota 0.2581 0.7419 0.3407 0.5152
Atacama 0.5946 0.4054 0.0380 0.6857
Aysén 0.5556 0.4444 0.2000 0.6512
Bio Bı́o 0.4768 0.5232 0.1535 0.3543
Coquimbo 0.4136 0.5864 0.1750 0.6030
La Araucanı́a 0.3571 0.6429 0.2549 0.5167
Libertador Bernardo O’Higgins 0.3318 0.6682 0.1592 0.4779
Los Lagos 0.2292 0.7708 0.4964 0.3245
Los Rı́os 0.3585 0.6415 0.1604 0.5250
Magallanes y Antártica Chilena 0.2059 0.7941 0.2411 0.7083
Maule 0.3039 0.6961 0.2243 0.7490
Metropolitana 0.3853 0.6147 0.2043 0.2657
Tarapacá 0.5714 0.4286 0.1091 0.6923
Valparaı́so 0.2802 0.7198 0.2040 0.5526
Ñuble 0.3571 0.6429 0.1989 0.7143

TABLE 5.18: Average bias metrics between attributes for the im-
proved model.
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Chapter 6

Discussion

6.1 Drug Trafficking

The performance of the model shows clear differences between the base and im-
proved configurations. As it can be seen in Table 5.1, the base model excels in accu-
racy and precision, but the recall is quite low, indicating a tendency towards nega-
tive predictions. The improved version, on the other hand, opts for a compromise,
favouring a balanced distribution of false negatives and positives, although at the
expense of some accuracy and precision.

Examining the base model SHAP values in Table 5.2, it becomes evident that the
variables “Foreigner” and “Region” predominantly influence the model, with “lawyer”
and “Age” trailing them. Particulary, when looking at Table 5.3, it can be seen that
“Foreigner” has on average a negative impact towards predictions, whilst “Region”
has a mainly positive one, although given its value, its impact is virtually negligible.
“lawyer” and “Age” also have mainly a negligible impact on the predictions. In the
improved configuration, the influence of “Region” and “lawyer” equilibrates, but
their influence becomes more pronounced than in the baseline setup, as their SHAP
values went up from 0.016019 and 0.006392, to 0.046972 and 0.051984, respectively –
which is a 193.17% increase for the variable “Region”, and a 713.23% for “lawyer”.
On the other hand, “Foreigner” reduces its impact by 34.15%, and now it has a pos-
itive influence towards predictions when looking at Table 5.3, as its average value
is now positive. “Region” still has a net positive impact in the predictions, and its
value is now 22.9 times bigger than in the base model.

Analysis of Figures 5.3 and 5.4 reveals the dual nature of the “Foreigner” variable,
which could positively or negatively influence the model. In the base model, lower
value regions leans towards negative predictions, a likely reflection of overrepresen-
tation of certain regions, especially from the northern areas. The enhanced model,
however, moderates this, resulting in a more balanced influence of this variable on
predictions. The variable “lawyer” also shifts in influence, moving from a negligi-
ble negative impact in the base model to a still neutral but positive influence post-
optimisation, which goes in hand with what was shown in Table 5.3.

Insights from Table 5.4 highlight the base model’s proficiency in positive predictions
but its struggle with negative ones. Specifically, its high false negative rate (FNR)
stands out at 40.54%, which can be visualised in Figure 5.5, where almost half of the
positive bin was actually predicted as an unfavourable outcome.

The improved version addresses this but experiences an uptick in the false positive
rate (FPR) — from 0.13% to 39.25% — in contrast to a decrease in FNR, from 40.54%
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down to 31.63%. This change can be seen in Figure 5.6, where the positive bin has
a reduced amount of false negatives compared to the base model, but at the cost of
having almost 40% of the negative bin filled with false positives. Table 5.5 comple-
ments this, as the number of true positives went up from 1594 to 1833, while false
negatives were reduced from 1087 records to 848 – an aproximate 22% reduction; by
contrast, the amount of false positives is roughly 304 times bigger than in the base
model, as the it rose from 3 to 913 records.

In the base model, as evidenced by Table 5.6 and corresponding Figures 5.7 to 5.9,
notable disparities emerge. Its performance metrics indicate consistent failure, with
pronounced disparities, especially in the latter metrics. The “Foreigner” variable
is a lone exception, achieving FOR parity. Focusing on the critical “Region” vari-
able (Table 5.7), only a few regions meet the benchmark, but the average FNR per
attribute is 74.86%, which means that the model tends to incorrectly predict true pos-
itives as negative depending on the region of the defendant in 74% of the cases. The
average TPR is 25.13%, which means that the model also has problems in correctly
identifying true positives. Finally, the FOR is 34%, meaning that of all the negative
predictions made by the model, 34% were actually positive and were erroneously
missed. When extending the analysis to the “Zone” variable, disparities in FNR and
TPR become even more apparent, underscoring significant regional discrepancies.

Contrastingly, the enhanced model shows important improvements, as seen in Ta-
ble 5.8 and its associated figures (5.10, 5.11 and 5.12). It exhibits a marked reduction
in FNR disparities by an average of 44.37%, FOR disparities by 8.50%, and TPR by
94.67%. Although the model hasn’t attained complete fairness or statistical parity,
it represents a significant improvement. The “Region” variable, while still problem-
atic, displays improvement as more regions clear the assessment, as its average FNR
was reduced to only 39.76%, while the true positive rate was improved from 25.13%
to 60.23%. The average FOR was slightly impacted, as its average value went up to
37.75%. Considering the zones, all now align with the set fairness criteria. In terms of
parity, the “Foreigner” variable achieves statistical parity, and “Zone” accomplishes
FOR and TPR parity.

6.2 Petty Theft

The results of this experiment, as described in Table 5.10, show a suboptimal per-
formance for both models, due to the lack of key variables in the dataset that are
essential for effective training. However, the improved model shows a clear ad-
vantage, outperforming the base model with superior recall and F1 values. While
accuracy and precision show marginal fluctuations, the overall performance of the
second one makes it superior.

Insights from Table 5.11 reveals that the base model predominantly relies on the
number of hearings to drive decisions. The regional aspects and the development
grade of the crime come secondary, whereas factors like age and the barrister con-
tributes the less. Table 5.12 shows that both “Hearings” and “lawyer” have a neg-
ative influence towards predictions, as its average SHAP Value is negative. The
improved model, according to Table 5.11, displays subtle alterations, with the “De-
velopment” variable slightly edging over “Region”, as its impact is now 1.12 times
bigger than in the base model, while the second variable actually reduced its effect
by 2.02%. However, the amount of hearings is still the dominant variable, having a
negligible change compared to the base model (a reduction of 0.79%). When looking
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at Table 5.12, “Region” now has a more neutral effect, as its SHAP value was reduced
by 54.29% (0.023519 to 0.010753), while, on the other hand, “Hearings” is now 1.13
times more influential towards negative predictions. The overall results shown in
this table tells us that the optimisations made the variables have a more “negative”
effect on predictions, as every feature, excepting “Development”, had a reduction or
maintained a negative SHAP value.

Figures 5.15 and 5.16 basically confirms what was discussed previously, although it
can be seen that “Hearings” had plenty of cases with big positive effect on the predic-
tions, this makes sense as the minimum SHAP value for this variable was -0.455377
for the base model and -0.464773 for the enhanced one, while the maximum value
was 1.438100 and 1.414085, respectively. It can also be seen that an increased number
of hearings tends to enhance predictive results. As for the variable “Region”, there
is no visible tendency or skew towards a kind of prediction, independently of the
region.

Table 5.13 shows similarities between the situations observed in this and the prior
experiment. The base model has problems with false negatives – as its FNR is at
73.20% –, predicting many outcomes as negatives that should have been positives.
This manifests in the model’s high recall, and it can be seen in Figure 5.17, where
the positive bin has most of its predictions labeled as an unfavourable outcome.
The improved model, while attempting to rectify these issues, still struggles with
accurate predictions, likely due to the dataset’s absence of crucial features needed
for training. In this case, the FNR went down to 64.16%, as Table 5.14 indicates that
the number of false negatives were reduced from 2398 to 2102 records (a 12.34%
reduction). The false positive rate, on the other hand, went up from 4.96% in the
base model, to 12.21% in the second one, as the amount of false positives rose from
432 to 1174 predictions (i.e. almost tripled). Both changes in FNR and FPR can be
visualised in Figure 5.18, where in the positive bin, the number of false negatives
was slightly reduced (but is still predominant), whilst the same thing happens in the
negative one.

A comparative analysis using the table 5.15 and related figures 5.19 to 5.21 suggests
that the metrics of the base model are a bit better than in the previous experiment.
Despite this, it still registers failure on most tests. However, “Zone” and “Age”
achieve FNR parity, and the former also achieves TPR parity. The protected variable
“Region” underperforms in many areas. When looking at Table 5.16, it can be seen
that the FNR between attribute values is also high, as its average is at 85%, meaning
that more than 8 out of 10 predictions that were classified as negatives were actually
positive, denoting big accuracy problems in between regions. TPR is also low, as it
is on average at 14.05%, meaning that the model also has problems when classifying
positives. The false omission rate, however, stayed relatively low with an average of
24.64%.

With the enhanced model, disparities do improve, but the magnitude of the change
is not as profound as in the previous experiment. Specifically, according to Table 5.17
and Figures 5.22 to 5.24, FNR disparities were decreased by an average of 25.40%,
while FOR disparities decreased by 7.04%. However, TPR disparities actually in-
creased by 11.71%. The model is still unable to attain overall fairness or statistical
parity. Nevertheless, every variable, with the exception of “Region”, aligns with
FNR parity. “Zone” and “Age” are the sole achievers of TPR parity, with “Age” be-
ing the only one that achieved FOR parity. Despite improvements, “Region” does
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not have any parity alignment, even though its average bias metrics between at-
tributes were also improved overall, as the FNR decreased from 85% to 61.41%, its
TPR went up to 38.58%, and its FOR went down to 21.72%, therefore aligning with
the statement made previously: the model is not only fairer, but it is also more accu-
rate than the first one.
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Chapter 7

Conclusion & Future Work

The improvements made using AI Fariness 360 and Fairlearn were mainly positive,
as both experiments improved their overall fairness. Biases and disparities by at-
tribute were reduced, although these changes were not sufficient to achieve statisti-
cal parity and/or fairness.

The changes also improved the parity levels between our protected variable: Region,
which means that the inequalities between the different regions of the country were
reduced, thus minimising potential biases.

Most importantly, these changes did not have an overall negative impact on model
performance. In the first experiment we obtained a slight reduction in both accuracy
and precision, but in the second experiment the model actually improved in terms
of performance.

But this prompts the question: to what extent do the models contribute to addressing
these biases and inequalities? The response is likely not much in comparison to the
data that is used for training. This is the primary conclusion drawn from these two
experiments: the level of fairness depends more on the data itself than on the trained
model. Essentially, as the model learns from the data patterns, it is impossible to
train something that disregards these issues.

The work done by this and other frameworks is mainly to mitigate these problems,
not to avoid them altogether. If something like this is wanted or needed, it can be
done in two ways: one is to adapt the way in which data that is already stored in a
database is collected. This mainly involves creating more complex queries that al-
ready take these ethical aspects into account, although this is usually impractical. On
the other hand, it can be beneficial to utilise data cleansing, quality checks, and data
augmentation methods to minimise ethical concerns. One such approach would
be to implement sampling techniques or generate synthetic data (e.g. SMOTE), al-
though the obvious problem with this is that it can introduce noise into the model.

However, this is just one aspect of the issue. Quantity is crucial, as it is usually
needed a dataset with a substantial number of entries for training, as well as having
multiple variables that can potentially be utilised for these purposes, including those
for doing some feature engineering. In this instance, we lacked features that may
have been advantageous for improving the prediction accuracy of the models in
both experiments. In particular, the analysis lacks critical variables, including the
accused’s sex, real age, previous cases, and other relevant case information such as
days, expert reports, and degree of participation.
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Ultimately, while some improvement techniques can enhance models, data remains
the primary factor in developing a responsible and impartial model. Thus, altering
hyperparameters or adjusting prediction thresholds may prove insufficient when
the available data is lacking, as has been demonstrated by these experiments.

Finally, as we continue to develop and improve our methodology for identifying
and addressing biases in machine learning models, a number of possibilities emerge
for future investigation and enhancement of our current framework.

1. Additional Analysis: Due to the fact that we had a lack of variables to review
and train, there are plenty of analyses that could be made in the future with
more data available. One of such examinations that could be made is a coun-
terfactual evaluation – a prediction that mirrors or is similar to a specific data
point but with an opposite outcome. This can be made with What-If-Tool, and
it could help to elucidate further biases present in the models, as well as to
compare the baseline and improved versions with specific points.

2. Optimisation Techniques in Model Training: There is potential in using reg-
ularization methods that take into account protected variables [44]. By incor-
porating fairness considerations into the optimisation process, it is expected
that models will be able to be trained to intrinsically decrease bias and more
accurately represent all aspects of the data. This would have a twofold benefit,
improving prediction precision while also guaranteeing that the model does
not unintentionally continue societal biases.

3. Data Disparity Sampling Techniques: Data forms the fundamental basis upon
which Machine Learning models are built. However, discrepancies in data
may create a notable source of prejudice, particularly when certain groups are
underrepresented. To overcome this hurdle, we could examine and utilise ad-
vanced sampling techniques customised to the distinct needs of each use case.
By guaranteeing that the training data is a more representative sample of the
wider population, we can create models that are both more precise and impar-
tial. These techniques may vary from oversampling underrepresented groups
to more advanced methods of creating synthetic data, guaranteeing that mod-
els have enough data to learn from even if the historical datasets are biased.
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Appendix A

Model Card for the Drug Traffiking
Experiment

A.1 Text content from Figure A.6:

Model Details:

• Context: Developed by Nelson Salazar as part of the ”Algoritmos Éticos”
project made by the GobLab of the University Adolfo Ibañez, and in particular,
has been developed within the project made for the Public Criminal Defense
Office (Defensorı́a Penal Pública, DPP).

• Model Objectives: Predict the outcome for defendants associated with drug
trafficking crimes.

• Version: 2.0, october 2023.

• Type: Classification. In this case, to predict if a person has a favourable out-
come (1) or not (0).

• Architecture: Multi-Layer Perceptron (MLP), developed with Tensorflow, and
trained to minimise the binary crossentropy.

• Hyperparameters:

– 70 training epochs.

– Learning rate: 0.01

– Batch size: 1024.

– 4 - One input layer, two hidden layers and one output layer.

– Neuron configuration: 6, 14, 12, 1.

– Activation functions: ReLU for hidden layers, Sigmoid for output layer.

Intended Use:

• Developed for the DPP for testing purposes.

• It can be used to audit and control the processes carried out by the DPP’s
lawyers, in order to improve the quality of the service provided by them.

• It can be used to support decision-making in relation to individual cases.

Factors:
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• Due to the nature of the model, among the relevant factors of the model, we
find thoses variables that are related to the defendant: age, whether the defen-
dant is a foreigner or not, and the geographical region in which they are being
prosecuted.

• Other factors includes those related to the defendant’s case, such as the degree
of development of the crime, the amount of hearings, and the barrister that is
defending them.

Metrics:

• Model Performance: Accuracy (67%), F1 (70%), Precision (67%), Recall (72%).

• Bias Metrics: False Positive Rate (FPR, 39.25%), False Negative Rate (FNR,
31.63%), False Discovery Rate (FDR, 33.25%) and False Omission Rate (FOR,
37.51%)

• Fairness: Does it meet Statistical Parity criteria? – No; Equitable Model? – No.

• Average Disparities between attributes:

– FNR: 1.41x

– FOR: 1.43x

– TPR: 1.25x

Training and Testing Data:

• Dataset: Tráfico de Drogas 2017 - 2022.

• Source: Public Criminal Defense Office (Defensorı́a Penal Pública, DPP).

• Format: CSV/XLSX.

• Details: 16,690 non-null rows.

• Training set: 70% split. (10,683 rows).

• Validation: 1000 rows deducted from the training set.

• Testing set: 30% split (5,007 rows).

Ethical Considerations:

• The model does not consider the use of sensitive data of the defendant, such
as name, RUT (ID) and/or the case-accused ID.

• It was trained with ethical considerations in mind. This includes using the
geographical region of the defendant as a protected variable.

• Other considerations:

– Sample weights optimised to ensure a fairer distribution of data across
different classes in the training process.

– Class weights were also balanced.

– The prediction threshold was also adjusted to prioritise FNR parity, as
we are interested in minimising the amount of people that has a non-
favourable ending to its trial.

Caveats and Recommendations:
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• Since this model has been trained with ethical considerations in mind, model
performance is not the most optimal.

• One relevant group that was not considered in the model – because it was not
in the dataset – is the sex of the accused. There is the risk that some biases may
exist in this area, so this should be added in future training.

• Another risk: it could be used by the barristers as a way to predict the outcome
of a trial, to then see whether or not it is appropiate to take a defendant.

Quantitative Analysis:

FIGURE A.1: Bias metrics for the attribute ”Region”.

FIGURE A.2: Bias metrics for the attribute ”Zona”.
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FIGURE A.3: Bias metrics for the attribute ”Extranjero”.

FIGURE A.4: Bias metrics for the attribute ”Edad”.

FIGURE A.5: Bias metrics for the attribute ”Desarrollo”.
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Model Card: Drug
Traffiking

Model Details

Intended Use 

Factors

Metrics

Training and Testing Data

Ethical Considerations

Caveats and Recommendations

Context: Developed by Nelson Salazar as part of the "Algoritmos
Éticos" project made by the GobLab of the University Adolfo Ibañez,
and in particular, has been developed within the project made for the
Public Criminal Defense Office (Defensoría Penal Pública, DPP).
Model Objectives: Predict the outcome for defendants associated
with drug trafficking crimes.
Version: 2.0, october 2023.
Type: Classification. In this case, to predict if a person has a
favourable outcome (1) or not (0).
Architecture: Multi-Layer Perceptron (MLP), developed with
Tensorflow, and trained to minimise the binary crossentropy.
Hyperparameters:

70 training epochs.
Learning rate: 0.01
Batch size: 1024.
Layers: 4 - One input layer, two hidden layers and one output layer.
Neuron configuration: 6, 14, 12, 1.
Activation functions: ReLU for hidden layers, Sigmoid for output
layer.

Developed for the DPP for testing purposes.
It can be used to audit and control the processes carried out by the
DPP's lawyers, in order to improve the quality of the service provided
by them.
It can be used to support decision-making in relation to individual
cases.

Due to the nature of the model, among the relevant factors of the
model, we find thoses variables that are related to the defendant: age,
whether the defendant is a foreigner or not, and the geographical
region in which they are being prosecuted.
Other factors includes those related to the defendant’s case, such as
the degree of development of the crime, the amount of hearings, and
the barrister that is defending them.

Model Performance: Accuracy (67%), F1 (70%), Precision (67%),
Recall (72%). 
Bias Metrics: False Positive Rate (FPR, 39.25%), False Negative Rate
(FNR, 31.63%), False Discovery Rate (FDR, 33.25%) and False
Omission Rate (FOR, 37.51%)
Fairness: Does it meet Statistical Parity criteria? -- No; Equitable
Model? -- No.
Average Disparities between attributes:

FNR: 1.41x
FOR: 1.43x
TPR: 1.25x

Dataset: Tráfico de Drogas 2017 - 2022. 
Source: Public Criminal Defense Office (Defensoría Penal Pública,
DPP).
Format: CSV/XLSX.
Details: 16,690 non-null rows.
Training set: 70% split.  (10,683 rows).
Validation: 1000 rows deducted from the training set.
Testing set: 30% split (5,007 rows).

The model does not consider the use of sensitive data of the
defendant, such as name, RUT (ID) and/or the case-accused ID.
It was trained with ethical considerations in mind. This includes using
the geographical region of the defendant as a protected variable.
Other considerations:

Sample weights optimised to ensure a fairer distribution of data
across different classes in the training process.
Class weights were also balanced.
The prediction threshold was also adjusted to prioritise FNR parity,
as we are interested in minimising the amount of people that has
a non-favourable ending to its trial. 

Since this model has been trained with ethical considerations in mind,
model performance is not the most optimal.
One relevant group that was not considered in the model -- because it
was not in the dataset -- is the sex of the accused. There is the risk
that some biases may exist in this area, so this should be added in
future training.
Another risk: it could be used by the barristers as a way to predict the
outcome of a trial, to then see whether or not it is appropiate to take a
defendant.

Quantitative Analysis

FIGURE A.6: Model Card.
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Appendix B

Model Card for the Petty Theft
Experiment

B.1 Text content from Figure B.5:

Model Details:

• Context: Developed by Nelson Salazar as part of the ”Algoritmos Éticos”
project made by the GobLab of the University Adolfo Ibañez, and in particular,
has been developed within the project made for the Public Criminal Defense
Office (Defensorı́a Penal Pública, DPP).

• Model Objectives: Predict the outcome for defendants associated with petty
theft offences.

• Version: 2.0, october 2023.

• Type: Classification. In this case, to predict if a person has a favourable out-
come (1) or not (0).

• Architecture: Light Gradient-Boosting Machine (LGBM), using the lightgbm
library.

• Hyperparameters:

– Boosting type: gbdt.

– 100 estimators

– 120 leaves per estimator (tree).

– Unlimited maximum depth.

– Learning rate: 0.01

Intended Use:

• Developed for the DPP for testing purposes.

• It can be used to audit and control the processes carried out by the DPP’s
lawyers, in order to improve the quality of the service provided by them.

• It can be used to support decision-making in relation to individual cases.

Factors:
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• Due to the nature of the model, among the relevant factors of the model, we
find thoses variables that are related to the defendant: the age and the geo-
graphical region in which they are being prosecuted.

• Other factors includes those related to the defendant’s case, such as the degree
of development of the crime, the amount of hearings, and the barrister that is
defending them.

• In this case, we do not have a variable that indicates whether the defendant is
foreigner or not.

Metrics:

• Model Performance: Accuracy (77%), F1 (51%), Precision (62%), Recall (43%).

• Bias Metrics: False Positive Rate (FPR, 12.21%), False Negative Rate (FNR,
64.16%), False Discovery Rate (FDR, 47.54%) and False Omission Rate (FOR,
21.56%).

• Fairness: Does it meet Statistical Parity criteria? – No; Equitable Model? – No.

• Average Disparities between attributes:

– FNR: 1.12x

– FOR: 2.15x

– TPR: 1.20x

Training and Testing Data:

• Dataset: Hurto Falta 2017 - 2022.

• Source: Public Criminal Defense Office (Defensorı́a Penal Pública, DPP).

• Format: CSV/XLSX.

• Details: 39,954 non-null rows.

• Training set: 70% split. (28,967 rows).

• Testing set: 30% split (11,987 rows).

Ethical Considerations:

• The model does not consider the use of sensitive data of the defendant, such
as name, RUT (ID) and/or the case-accused ID.

• It was trained with ethical considerations in mind. This includes using the
geographical region of the defendant as a protected variable.

• Other considerations:

– Sample weights optimised to ensure a fairer distribution of data across
different classes in the training process.

– Class weights were also balanced.

– The prediction threshold was also adjusted to prioritise FNR parity, as
we are interested in minimising the amount of people that has a non-
favourable ending to its trial.

Caveats and Recommendations:
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• Since this model has been trained with ethical considerations in mind, model
performance is not the most optimal.

• One relevant group that was not considered in the model – because it was not
in the dataset – is the sex of the accused. There is the risk that some biases may
exist in this area, so this should be added in future training.

• Another risk: it could be used by the barristers as a way to predict the outcome
of a trial, to then see whether or not it is appropiate to take a defendant.

• Multiple critical columns were missing in this dataset, hence the poor perfor-
mance metrics. More training variables are needed in order to have a proper
model for predicting these cases.

Quantitative Analysis:

FIGURE B.1: Bias metrics for the attribute ”Desarrollo”.

FIGURE B.2: Bias metrics for the attribute ”Edad”.



Appendix B. Model Card for the Petty Theft Experiment 54

FIGURE B.3: Bias metrics for the attribute ”Zona”.

FIGURE B.4: Bias metrics for the attribute ”Region”.
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Model Card: Petty Theft

Model Details

Intended Use 

Factors

Metrics

Training and Testing Data

Ethical Considerations

Caveats and Recommendations

Context: Developed by Nelson Salazar as part of the "Algoritmos
Éticos" project made by the GobLab of the University Adolfo Ibañez,
and in particular, has been developed within the project made for the
Public Criminal Defense Office (Defensoría Penal Pública, DPP).
Model Objectives: Predict the outcome for defendants associated
with petty theft offences.
Version: 2.0, october 2023.
Type: Classification. In this case, to predict if a person has a
favourable outcome (1) or not (0).
Architecture: Light Gradient-Boosting Machine (LGBM), using the
lightgbm library.
Hyperparameters:

Boosting type: gbdt.
100 estimators
120 leaves per estimator (tree).
Unlimited maximum depth.
Learning rate: 0.01

Developed for the DPP for testing purposes.
It can be used to audit and control the processes carried out by the
DPP's lawyers, in order to improve the quality of the service provided
by them.
It can be used to support decision-making in relation to individual
cases.

Due to the nature of the model, among the relevant factors of the
model, we find thoses variables that are related to the defendant: the
age and the geographical region in which they are being prosecuted.
Other factors includes those related to the defendant’s case, such as
the degree of development of the crime, the amount of hearings, and
the barrister that is defending them.
In this case, we do not have a variable that indicates whether the
defendant is foreigner or not.

Model Performance: Accuracy (77%), F1 (51%), Precision (62%),
Recall (43%). 
Bias Metrics: False Positive Rate (FPR, 12.21%), False Negative Rate
(FNR, 64.16%), False Discovery Rate (FDR, 47.54%) and False
Omission Rate (FOR, 21.56%)
Fairness: Does it meet Statistical Parity criteria? -- No; Equitable
Model? -- No.
Average Disparities between attributes:

FNR: 1.12x
FOR: 2.15x
TPR: 1.20x

Dataset: Hurto Falta 2017 - 2022.
Source: Public Criminal Defense Office (Defensoría Penal Pública,
DPP).
Format: CSV/XLSX.
Details: 39,954 non-null rows.
Training set: 70% split.  (28,967 rows).
Testing set: 30% split (11,987 rows).

The model does not consider the use of sensitive data of the
defendant, such as name, RUT (ID) and/or the case-accused ID.
It was trained with ethical considerations in mind. This includes using
the geographical region of the defendant as a protected variable.
Other considerations:

Sample weights optimised to ensure a fairer distribution of data
across different classes in the training process.
Class weights were also balanced.
The prediction threshold was also adjusted to prioritise FNR parity,
as we are interested in minimising the amount of people that has
a non-favourable ending to its trial. 

Since this model has been trained with ethical considerations in mind,
model performance is not the most optimal. 
One relevant group that was not considered in the model -- because it
was not in the dataset -- is the sex of the accused. There is the risk
that some biases may exist in this area, so this should be added in
future training.
Another risk: it could be used by the barristers as a way to predict the
outcome of a trial, to then see whether or not it is appropiate to take a
defendant.
Multiple critical columns were missing in this dataset, hence the poor
performance metrics. More training variables are needed in order to
have a proper model for predicting these cases.

Quantitative Analysis

FIGURE B.5: Model Card.


	Abstract
	Acknowledgements
	Introduction
	Key Definitions
	Research Context & Opportunity
	Thesis Structure

	Research Question and Objectives
	Research Question
	General Objective
	Specific Objectives

	State of the Art
	ML & AI applied in law
	Assessing ethical concerns
	Ethical tools applied

	Methodology
	Methodology
	Problem description
	Databases & Tools
	Development & ethical tools

	Experiments

	Results
	Experiment 1: Drug Traffiking
	Data Analysis & Feature Selection
	Models & Training
	Model results
	Model Performance
	SHAP Values
	Fairness & Disparities (WIT + Aequitas)


	Experiment 2: Petty Theft
	Data Analysis & Feature Selection
	Models & Training
	Model Results
	Performance
	SHAP Values
	Fairness & Disparities (Aequitas + WIT)



	Discussion
	Drug Trafficking
	Petty Theft

	Conclusion & Future Work
	Model Card for the Drug Traffiking Experiment
	Text content from Figure A.6:

	Model Card for the Petty Theft Experiment
	Text content from Figure B.5:


